A Nonmonotonic Precipitation Response to Changes in Soil Moisture in the Presence of Vegetation
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ABSTRACT: In many parts of the world, humans rely on afternoon rainfall for their water supply. However, it is not fully understood how land surface properties influence afternoon precipitation. In fact, disagreement remains regarding the relative prevalence of “dry-soil advantage” regimes, in which wet soils receive more precipitation than do dry soils, and “dry-soil advantage” regimes, in which the opposite occurs. Recent studies have proposed that the permanent wilting point (PWP) soil moisture threshold influences the location and organization of convective clouds. Motivated by this work, we investigate how changes in soil moisture relative to the PWP affect the timing and amount of surface rainfall, as well as how this response depends on the presence or absence of vegetation. This investigation is carried out by conducting several series of high-resolution, idealized numerical experiments using a fully coupled, interactive soil–vegetation–atmosphere modeling system. From these experiments, a new soil moisture–precipitation relationship emerges: in the presence of vegetation, simulations with moderately dry soils, whose initial liquid water content slightly exceeds the PWP, generate significantly less surface precipitation than do those with the driest or wettest soils. This result suggests that simulated wet-soil advantage and dry-soil advantage regimes may not necessarily be mutually exclusive, insofar as extremely wet and extremely dry soils can both exhibit an advantage over moderately dry soils. This nonmonotonic soil moisture–precipitation relationship is found to result from the PWP’s modulation of transpiration of water vapor by plants. In the absence of vegetation, a wet-soil advantage occurs instead in these idealized simulations.

SIGNIFICANCE STATEMENT: This modeling study suggests a new type of rainfall response to soil moisture in which intermediate-moisture soils receive less rainfall than do the driest or wettest soils. Previous studies have suggested that afternoon rainfall, which impacts populations across the globe, consistently increases or decreases with increasing soil moisture; our results suggest that this relationship can instead be nonmonotonic under certain conditions. This nonmonotonic response only occurs in the presence of vegetation, suggesting that plants play a key role in determining the soil moisture dependence of afternoon precipitation. In examining the mechanisms behind these trends, we shed light on interactions between soil, vegetation, the boundary layer, and clouds that coarse-resolution models may fail to capture.
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1. Introduction

In Earth’s climate system, soil moisture and precipitation are inextricably linked as part of a broader global hydrologic cycle (Rodell et al. 2015). The coupling between soil moisture, vegetation, and precipitation exhibits multiple layers of complexity. At the simplest level, water escapes from the soil into the atmosphere via evapotranspiration (combined transpiration by plants, evaporation of liquid water from the soil surface, and evaporation of precipitation intercepted by plants or other canopy objects) (Hillel 2003; Berg and Sheffield 2019). Once in the atmosphere, it is able eventually to condense and return to the soil in the form of precipitation (Hillel 2003; Eltahir and Bras 1996). However, this recycling between the soil, vegetation, and atmosphere does not necessarily guarantee that increases in soil moisture will yield local or widespread enhancements in precipitation. Indeed, multiple studies over the past several decades have identified “dry-soil advantage” scenarios, in which the atmosphere produces more local rainfall over dry soils than over wet soils (Giorgi et al. 1996; Cheng and Cotton 2004; Taylor et al. 2012; Yuan et al. 2020), as well as “wet-soil advantage” scenarios, in which the reverse is true (Findell and Eltahir 1997; Eltahir 1998; Findell et al. 2011; Schlemmer et al. 2012). Several additional studies have suggested mixed outcomes, with dry-soil advantages and wet-soil advantages each occurring under different conditions (Findell and Eltahir 2003a; Ford et al. 2015a,b; Tuttle and Salvucci 2016).

The processes governing the response of rainfall to soil moisture and vegetation, such as boundary layer growth and the development of convective clouds, are not explicitly represented in most coarse-resolution global models (Randall et al. 2003). Instead, both weather forecasts and climate predictions rely on parameterizations that are designed to capture the essential aspects of the various processes while remaining computationally efficient. The limitations of these parameterizations, such as their difficulty reproducing the
observed diurnal cycle of precipitation (Baranowski et al. 2018; Rio et al. 2009; Dirmeyer et al. 2012), which is critical to Earth’s water and energy balances, are well documented and highlight the need for improved process-level understanding. Enhanced process-level understanding of the soil moisture–precipitation relationship will not only improve confidence in model projections of Earth’s hydrologic cycle and conditions such as drought, but also enable the formulation of strategies for optimizing the efficiency of agricultural land-use decisions and practices such as irrigation (Lawston 2017).

Previous studies have used several different approaches to investigating soil moisture–precipitation interactions. These include analytic and simple numerical models (Gentine et al. 2013; Findell and Eltahir 2003b); one-dimensional models (Ek and Mahrt 1994; Ek and Holtslag 2004); global and regional Earth system models with parameterized convection and land surfaces (Koster et al. 2004; Hohenegger et al. 2009); regional convection-permitting model simulations, which begin to resolve convective motions (Hohenegger et al. 2009); and high-resolution large-eddy simulations, which resolve convective clouds and begin to resolve turbulent eddies (Cioni and Hohenegger 2017; Clond et al. 2014; Kristianti et al. 2018; Kang 2016; Drager et al. 2020). Observational work assessing statistical relationships between soil moisture and precipitation has also been performed (Yuan et al. 2020; Findell and Eltahir 1997; Ford et al. 2015b; Guillod et al. 2015). While observational studies are critical for evaluating the physical processes involved, one important limitation inherent to observational work is that it is impossible to conduct controlled experiments in which only one parameter (e.g., soil moisture) is changed at a time. As a result, inferring causality is not straightforward (Santanello et al. 2018; Tuttle and Salvucci 2016). Another limitation is that key physical parameters, such as soil texture and soil moisture, are heterogeneous and difficult to measure (Mohanty and Zhu 2007). Even when measurements are available, there is no guarantee that they will be representative of their surroundings (Nicolai-Shaw et al. 2015). By contrast, numerical models provide a complete spatiotemporal record of the events being simulated, and model-derived process rates allow diagnosis of physical mechanisms. The present investigation is conducted using an idealized numerical modeling approach. In this approach, interpretability is maximized by minimizing complicating factors and confounding variables. The problem of interest is simplified to its bare essence, and it can become possible to draw robust conclusions.

Soil moisture helps to control the amount of water available for evapotranspiration (Stull 1988). For a given amount of incoming solar radiation (hereafter insolation), and for a given amount of heat flux into the ground, surface energy balance requires that increases in evapotranspiration (surface latent heat fluxes) be accompanied by compensating decreases in surface sensible heat fluxes and surface emission of longwave radiation (Stull 1988). When the soil is dry, evapotranspiration is suppressed, and insolation results in substantial daytime warming of the uppermost layer of soil, which in turn supports strong sensible heat fluxes into the atmosphere (Stull 1988).

Two recent studies (Drager et al. 2020; Hohenegger and Stevens 2018) have drawn attention to a particular threshold in soil moisture–convection interactions that may directly affect evapotranspiration and therefore surface energy balance as a whole: the permanent wilting point (PWP). The PWP is, for a given soil texture, the amount of soil moisture below which typical plants’ roots are unable to remove any liquid water from the soil (Hillel 2003). Soils drier than the PWP hold onto their water too tightly for root uptake of water, and as a result, transpiration by plants shuts down. In Hohenegger and Stevens (2018), it was found using idealized convection-permitting modeling that spatial differences in soil moisture, where one region is moister than the PWP and an adjacent region is drier, induce a moist region-to-dry region flow that initiates convection over the dry region, in agreement with the earlier observational study by Taylor et al. (2011). It was found in the large-eddy simulations of Drager et al. (2020) that as the initialization soil moisture decreases to levels below the PWP, the character of convective cold pools (Drager and van den Heever 2017) changes abruptly and dramatically. However, this study did not probe surface rainfall accumulations. In further examining the simulations of Drager et al. (2020), we have found that the amount of domain-mean accumulated precipitation is substantially lower for initialization soil moisture that are just above the PWP than for very moist or very dry soils. The present work seeks to examine this non-monotonic soil moisture–precipitation relationship, with a specific focus on how this relationship relates to the PWP.

In particular, the present study is guided by the following question: How does the PWP modulate the precipitation response to changes in soil moisture, and how does this modulation depend on the characteristics of the land surface? Based on results from the simulations performed in Drager et al. (2020), a decrease in precipitation is expected for soils just slightly moister than the PWP. But what physical processes drive this trend in precipitation? Furthermore, Drager et al. (2020) examines only a single soil texture and land covering type, with five initial soil moistures. The present study seeks to sample the soil texture, land cover, and soil moisture parameter space more comprehensively in order to elucidate the physical mechanisms behind the described precipitation response.

2. Methods

High-resolution, cloud-resolving model simulations are performed using the open-source Regional Atmospheric Modeling System (RAMS), version 6.2.10 (Cotton et al. 2003; Saleeby and van den Heever 2013; van den Heever et al. 2021), which is fully coupled to the Land Ecosystem–Atmosphere Feedback, version 3 (LEAF-3) soil–vegetation–atmosphere transfer scheme (Lee 1992; Walko et al. 2000; Walko and Tremback 2005). The LEAF-3 scheme models the vegetated near-surface environment using a greenhouseed canopy framework (following the terminology of Goudriaan 1989; see also Lee 1992). A layer of canopy air exists in which vegetation is embedded, and there are distinct vegetation temperatures and canopy air temperatures. LEAF-3 also contains a soil model with a user-specified number of soil
layers, each with its own volumetric soil moisture and temperature. The volumetric soil moisture and temperature at each 3D soil grid point are prognostic according to fluxes of sensible heat, latent heat, radiation, and precipitation. Fluxes of sensible and latent heat are parameterized using a voltage-resistance approach. Direct surface evaporation follows Mission Research Corporation (1997), evaporation of canopy-interception precipitation follows Walko et al. (2000), and transpiration follows Lee (1992). LEAF-3 and its predecessors have been used successfully in prior studies of soil moisture impacts on precipitation (e.g., Cheng and Cotton 2004; Park et al. 2020; Suarez et al. 2014).

Direct surface evaporation from the top soil level into the atmosphere is driven by the difference between the soil–surface water vapor mixing ratio \( r_{\text{soil}} \) and the canopy–air water vapor mixing ratio \( r_{\text{canopy}} \). Following Mission Research Corporation (1997), the value of \( r_{\text{soil}} \) is calculated by combining formulas from Philip (1957) and Lee and Pielke (1992). Transpiration is controlled by a stomatal conductance that depends on carbon dioxide availability, photosynthetically active radiation (based on insolation), temperature, and water stress. The water stress has contributions both from soil moisture and from the humidity of the near-surface air (Lee 1992), and since LEAF-3 does not track carbon dioxide concentrations, it is assumed that sufficient carbon dioxide is always available. To calculate stomatal conductance, a vegetation-type-dependent base stomatal conductance is then multiplied by several factors ranging from 0 to 1, each representing one of the processes that modulate stomatal conductance. Changes in the stomatal conductance occur gradually, with a built-in \( e \)-folding time scale of 15 min. The transpiration process extracts water from whichever soil layer in the root zone has the greatest soil water potential.

As in Cioni and Hohenegger (2017), the horizontal grid spacing of the numerical experiments is 250 m, and the horizontal dimensions of each simulation’s domain are 100 km \( \times \) 100 km. The lateral boundary conditions are periodic. The vertical grid spacing increases from 40 m near the surface to 250 m aloft with a stretch ratio of 1.025 and a total of 127 vertical levels. Each simulation is run from 0700 to 2100 local time (LT), so as to capture a single afternoon cycle of convection cloud formation and decay, with insolation based on a latitude of 18.18°N on 2 August 2010. The LEAF-3 land surface contains 11 soil layers extending to a depth of 0.5 m, and the initial soil temperatures are slightly warmer than the lowest level of the atmosphere, following Drager et al. (2020) and Grant and van den Heever (2014).

This research is undertaken in conjunction with the Office of Naval Research’s Propagation of Intra-Seasonal Tropical Oscillations (PISTON) field campaign, one of whose goals is improve our understanding of land–ocean–atmosphere interactions over the Philippine archipelago. Simulations are initialized with a modified morning sounding (Fig. 1) from the Laoag site on the island of Luzon in the Philippines, and the initial state (including soil and vegetation properties) is horizontally homogeneous except for pseudorandom thermal perturbations in the lowest \( \sim 520 \) m of the atmosphere, following Drager et al. (2020). Initial winds are calm.

Initial horizontal homogeneity implies that some aspects of the soil moisture–precipitation relationship discussed by Taylor et al. (2011, 2012), such as enhancement of precipitation over mesoscale patches of drier soil, will not be captured in these simulations. Smaller-scale heterogeneities in soil moisture and other soil and atmospheric properties do emerge as each simulation evolves.

Findell and Eltahir (2003b) introduced the CTP-HI\(_{\text{low}}\) framework for predicting whether a wet-soil or dry-soil advantage regime is likely based on the properties of the early morning profiles of temperature and humidity. When their methods are applied to the initial sounding, values of CTP = 204 J kg\(^{-1}\) and HI\(_{\text{low}}\) = 10.6 K are obtained, where CTP is the convective triggering potential and HI\(_{\text{low}}\) is a low-level humidity index. According to the CTP-HI\(_{\text{low}}\) framework, these indices place the sounding in a dry-soil advantage regime but near a transition zone (in the CTP-HI\(_{\text{low}}\) plane) between wet-soil advantage and dry-soil advantage regimes.

Other aspects of the model setup are generally identical to those in Drager et al. (2020). Of these, we note that the RAMS two-moment, bin-emulating microphysics scheme with eight hydrometeor classes is used (Saleeb and van den Heever 2013; Meyers et al. 1997; Saleeby and Cotton 2004, 2008). The LEAF-3 scheme has sophisticated interactions with the microphysics scheme. Precipitation landing on the surface is able to be intercepted by both vegetation and soil, and the rain mass and internal energy (temperature) are incorporated into the prognosed soil moisture and temperature. We also employ the two-stream radiative transfer scheme of Harrington (1997), with radiative fluxes and heating rates updated every 300 s, as well as a modified form of the Smagorinsky turbulence parameterization (Drager et al. 2020; Smagorinsky 1963; Hill 1974). There is no topography or Coriolis acceleration. The Robert–Asselin–Williams time filter (Williams 2009) is used in order to improve the numerical accuracy of the simulations.

We perform 40 simulations, each representing a unique combination of soil type (silty clay loam or clay loam), land
cover type (bare soil or wooded grassland), and soil moisture (25%, 40%, 45%, 50%, 55%, 60%, 65%, 70%, 75%, or 95% of soil saturation). Wooded grassland occupies much of Luzon, and the bare-soil simulations are conducted in order to assess the role of vegetation. The soil moisture values are chosen in order to examine the entire soil moisture spectrum, from very dry to very moist, and a fine soil moisture interval of 5% is used over 40%–75% in order to provide high sampling resolution for soil moisture ranging from just below the PWP to just above the field capacity. Silty clay loam and clay loam are chosen because, as formulated in LEAF-3, they have similar saturation values of volumetric soil moisture (0.477 and 0.476 m$^3$ m$^{-3}$, respectively) and field capacity (0.322 and 0.325 m$^3$ m$^{-3}$, respectively) but substantially different PWP (nominally 0.218 and 0.250 m$^3$ m$^{-3}$, respectively). Both soil types are prominent in Luzon according to the RAMS soil type database. Therefore, by testing these two soil types, we are able to vary PWP while approximately controlling for field capacity and saturation volumetric soil moisture, without substantial loss of realism. The PWP and field capacity in LEAF-3 are not specified but are rather calculated based on other soil parameters prescribed for each soil texture. This fact has two important implications: 1) it would be impractical and potentially unrealistic to hold saturation volumetric soil moisture and field capacity values precisely constant while varying only the PWP, and 2) the two soil types examined here have other differences that influence processes such as heat and moisture conduction beyond the three parameters discussed here, and therefore we can expect variation between simulations with different soil textures beyond that attributable to differences merely in field capacity and PWP.

The grid spacing used in these numerical experiments is sufficient to begin to resolve the largest turbulent eddies (Bryan et al. 2003) but may be insufficient to resolve fully some of the shallow clouds produced in these simulations, as well as convective cold pool dissipation processes (Grant and van den Heever 2016). The experiments of Drager et al. (2020), however, used a finer horizontal grid spacing of 125 m. Although they were performed with an earlier version of RAMS, those simulations used a wooded grassland, silty clay loam land surface, and they produced a soil moisture–precipitation relationship qualitatively similar to that obtained for the present study’s corresponding wooded grassland, silty clay loam simulations.

3. Results

a. Overall results

Figure 2 shows the total domain-mean accumulated rainfall over the course of each simulation, as a function of initial soil moisture saturation fraction. The four curves correspond to the four series of simulations outlined in section 2: 1) wooded grassland and silty clay loam soil, 2) wooded grassland and clay loam soil, 3) bare silty clay loam soil, and 4) bare clay loam soil. In the discussion that follows, each simulation will be referred to as S#M%, where # is the series number (1–4) and % is the initial soil saturation percentage (e.g., S3M25 is the Series 3 simulation initialized with soil moisture at 25% of saturation), Series 1 and 2, in which vegetation is present, exhibit qualitatively similar variation in accumulated rainfall as a function of initial soil moisture, as do Series 3 and 4, in which vegetation is absent. In all four series of simulations, precipitation has limited sensitivity to soil moisture for the driest and wettest soil moisture initializations. The domain-mean precipitation totals, which incorporate many grid points receiving no precipitation, are quite low (tenths of millimeters). Despite the low domain-mean precipitation totals, every simulation contains individual grid points that receive more than 3 mm (~0.12 in.) of rainfall by 2100 LT, which is well above the threshold of being considered “measurable” (as is discussed further below).

When vegetation is absent (Series 3 and 4), rainfall increases nearly monotonically with increasing soil moisture. By contrast, when vegetation is present (Series 1 and 2), the curves’ interiors are V-shaped, with the least rainfall occurring for midrange initial soil moisture values. As will be discussed later, the local minima in Series 1 and Series 2 occur...
for values slightly moister than the respective soil types’ PWPs. Throughout this study, we use the term *intermediate* to describe these midrange soil moistures that are slightly above the PWP. It should be noted, however, that soil moistures drier than the PWP generally do not occur in vegetated areas. Therefore, these “intermediate” soil moistures are actually at the drier end of what may be considered realistic. Nevertheless, multiple prior investigations of the soil moisture–precipitation relationship have considered soil moistures well below the PWP (Findell and Eltahir 2003b; Gero and Pitman 2006; Grant and van den Heever 2014; Park et al. 2020; Ramos da Silva and Avissar 2006). We hold that, in the context of idealized studies such as this one, including these potentially unrealistically dry parts of the soil moisture parameter space can help to elucidate the physical processes that govern the soil moisture–precipitation relationship.

The initial soil moisture in these simulations affects not only total precipitation accumulation, but also precipitation timing. Figure 3a shows time series of domain-mean accumulated rainfall for all 10 simulations in Series 1 (wooded grassland, silty clay loam). Between 1200 and 1600 LT, the curves are clustered into three main groups: the driest-soil simulations (S1M25, S1M40, and S1M45 of saturation), the wettest-soil simulations (S1M65, S1M70, S1M75, and S1M95), and finally the intermediate-soil-moisture simulations (S1M50, S1M55, and S1M60). There are multiple ways to conceptualize and quantify precipitation timing, with different implications for weather and climate. Figure 3b focuses on the timing of measurable precipitation across the domain, where measurable precipitation is defined following the National Weather Service threshold of 0.254 mm (0.01 in.) of surface accumulation (NWS 2009). If we consider the time necessary for 1% of the domain area to receive measurable precipitation, a metric which is perhaps best suited to weather and agricultural applications, we find that the driest-soil simulations reach the threshold first, the wettest-soil simulations reach the threshold over an hour later, and the S1M50 simulation reaches this threshold about 25 min later than do the wettest-soil simulations. However, if we consider normalized precipitation timing (Fig. 3c), in which each curve in Fig. 3a is divided by its value at 2100 LT, the delay in precipitation onset in the intermediate-soil-moisture simulations relative to the wettest-soil simulations disappears.

**Fig. 3.** Precipitation timing for (a)–(c) Series 1 (wooded grassland, silty clay loam) and (d)–(f) Series 3 (bare soil, silty clay loam). Each curve corresponds to a single simulation whose initial soil moisture (fraction of saturation) is indicated by the legend. The permanent wilting point is 45.7% for these simulations. Panels (a) and (d) show the horizontal-mean amount of rain that has accumulated at the surface between the start of the simulation and a given time. Panels (b) and (e) show the fraction of grid points that have accumulated measurable rainfall (defined as 0.01 in., or 0.254 mm) between the start of the simulation and a given time. Finally, (c) and (f) show the same curves as in (a) and (d), respectively, except that each curve is normalized by the amount of rain that has fallen by the end of the corresponding simulation. Note that the horizontal axis limits in (b) and (c) differ from those in the other four panels.
We might therefore conclude that for climate applications concerned with the diurnal cycle, there are only two groups: the driest-soil simulations and the combined intermediate-soil-moisture and wettest-soil simulations. The corresponding time series for Series 2 (wooded grassland, clay loam; not shown) behave qualitatively similarly to the Series 1 time series, although in Series 2 there is no systematic delay in the intermediate-soil-moisture simulations’ onset of precipitation relative to the wettest-soil simulations’ onset of precipitation. In Series 3 (bare soil, silty clay loam; Figs. 3d–f) and Series 4 (bare soil, clay loam; not shown), wet soils generally exhibit an earlier onset of precipitation than do dry soils from a “measurable precipitation” perspective (Fig. 3e) but not from a “normalized” perspective (Fig. 3f).

In summary, with respect to total accumulated precipitation, Series 1 and Series 2 (vegetated) exhibit an intermediate-soil-moisture disadvantage, in which intermediate-moisture soils yield the least precipitation. Series 3 and Series 4 (nonvegetated) exhibit a wet-soil advantage. Results pertaining to precipitation timing broadly depend on the metric used to define precipitation onset.

b. Simulations with vegetation

When dense vegetation is present, as in Series 1 and Series 2, transpiration plays a significant role. By contrast, when vegetation is absent, as in Series 3 and Series 4, there is no transpiration, and therefore all surface latent heat fluxes occur via evaporation from the top soil level into the atmosphere. In the land surface model, as in nature, transpiration and evaporation are governed by different factors (see section 2). Figure 4a shows how transpiration depends on soil moisture for both the silty clay loam and clay loam soil types. Below each soil type’s PWP, the multiplicative factor is very close to 0. Above the PWP, the factor sharply increases to nearly unity. Therefore, transpiration is a strong function of soil moisture via the soil moisture-based water stress control on stomatal conductance.

Figure 4b shows how the soil–surface water vapor mixing ratio \( r_{v,sfc} \) depends on soil moisture for representative values that we have prescribed (for illustration purposes) of \( r_{v,canopy} \), surface temperature, and surface pressure (see section 2 for discussion of the significance of \( r_{v,sfc} \) and \( r_{v,canopy} \)). Note that \( r_{v,sfc} \) is essentially constant above the field capacity, which is nearly identical for the silty clay loam and clay loam soil textures, and approaches the graph’s prescribed \( r_{v,canopy} \) value of 20 g kg\(^{-1}\) for saturation fractions below ~0.2 (20%). In the latter case, there is no humidity gradient between the surface and canopy. In between these two extremes, there is a gradual transition in direct surface evaporation from dry soils to wet soils. This transition contrasts with that for stomatal conductance, which more closely resembles a step function centered near the PWP.

c. Examination of Series 1 (wooded grassland, silty clay loam)

Figures 5 and 6 show several horizontal-mean, temporally averaged quantities as a function of initial soil moisture for all four series of simulations. In this section, we will focus on Series 1 (blue).

1) Surface heat fluxes in Series 1 are largely controlled by the PWP and field capacity

Starting from the beginning of each simulation, the factor that immediately acts to distinguish the drier-soil simulations from the wetter-soil simulations is the soil moisture component of the water stress. The stomatal conductance is much greater in the seven wettest-soil simulations than in the three driest-soil simulations (Fig. 5a). The threshold separating the group of three dry-soil simulations from the group of seven
wet-soil simulations appears to be the PWP, which occurs between 45% and 50% of saturation for the silty clay loam soil type used in Series 1. This partitioning is to be expected given the response of stomatal conductance to soil moisture in Fig. 4a. The root-zone soil moisture depletion over the course of the day is limited to a few percentage points of saturation in S1M50. However, it drops only by a few percentage points of saturation in S1M75 and S1M95. This evolution amplifies the impacts of the soil moisture–surface evaporation relationship for just one specified value of $r_{\text{v,canopy}}$. The top-layer soil moisture, which controls direct surface evaporation, does evolve substantially over the course of the day in some cases (Fig. 5i). For example, it drops by about 20 percentage points of saturation in S1M50. However, it drops only by a few percentage points of saturation in S1M75 and S1M95. This evolution amplifies the impacts of the soil moisture–surface evaporation relationship on the total surface latent heat fluxes.

Figure 6 shows the individual terms of the surface energy budget, with ground heat flux (Fig. 6g) defined positive
downward and latent and sensible heat fluxes (Figs. 6i and j, respectively) defined positive upward. Of particular interest for the atmospheric response to changes in soil moisture is the partitioning of the available energy (Fig. 6h) into latent heat fluxes and sensible heat fluxes. The available energy is constrained by the radiative fluxes (see Figs. 6a–f) and ground heat fluxes. In Series 1, there is more available energy for wet-soil simulations than for dry-soil simulations. Upwelling longwave radiation (Fig. 6b) decreases with increasing soil moisture, resulting in ~50 W m\(^{-2}\) less net emission of longwave radiation into the atmosphere (Fig. 6c). There is also ~100 W m\(^{-2}\) less loss of thermal energy into the ground (Fig. 6g). There are also slight changes in downwelling shortwave radiation (Fig. 6d) and albedo (Fig. 6e). Despite the overall increase in available energy with increasing soil moisture, the partitioning of the available energy also changes, with a substantial decrease in sensible heat flux with increasing soil moisture. As was observed for latent heat fluxes, the Series 1 simulations are partitioned into two groups with respect to sensible heat fluxes (Fig. 6j): three simulations initialized with soil drier than the PWP, and seven simulations initialized with soil wetter than the PWP.

2) WETTER-SOIL SIMULATIONS HAVE LOWER LFCs

The seven wettest-soil simulations exhibit much larger surface latent heat fluxes (Fig. 6i) and much smaller surface sensible heat fluxes (Fig. 6j) than do the three driest-soil simulations. Therefore, the near-surface temperatures are cooler and the near-surface water vapor mixing ratios are greater. These, in turn, lower the lifted condensation level (LCL) and the level of free convection (LFC, Fig. 5f), enabling near-surface-based parcels to reach their LFCs without undergoing as much ascent as would otherwise be required. Among the seven wettest-soil simulations, the driest of these, S1M50, exhibits the highest LFC (~1280 m), and the wettest, S1M95, exhibits the lowest LFC (~1060 m; Fig. 5f).
3) BOUNDARY LAYER VERTICAL MOTIONS ARE STRONGER UNDER DRY-SOIL CONDITIONS

We now discuss the implications of changes in sensible and latent heat fluxes across Series 1. As soil moisture decreases, stronger sensible heat fluxes drive stronger boundary layer vertical motions (Fig. 7). The three driest-soil simulations exhibit much stronger boundary layer vertical motions than do the seven wettest-soil simulations, to the extent that different color scales must be used for the two groups in order to be able to discern the within-group trends. The three driest-soil simulations also exhibit the deepest boundary layer circulations.

4) STRONGER VERTICAL MOTIONS LEAD TO ENHANCED CLOUDINESS AND PRECIPITATION PRODUCTION IN DRIEST-SOIL SIMULATIONS

These boundary layer motions, in turn, generate clouds near the top of the boundary layer. Cloud fraction values (Fig. 8) are greater, and clouds are deeper, in the three driest-soil simulations than in the seven wettest-soil simulations. A possible mechanism for the increased cloudiness is the scaling of convective plume width with subcloud layer depth, such that clouds forming above deeper subcloud layers are wider (Williams and Stanfill 2002; Lucas et al. 1994). Another possible mechanism is enhanced overshooting of the LCL by vigorous convective plumes in the three driest-soil simulations, which would result in deeper clouds regardless of whether the LFC is reached. The increased cloudiness in the three driest-soil simulations translates into enhanced precipitation formation (Fig. 9a; broken dark blue curve).

5) MORE ENTRAINMENT FOR RISING PARCELS INS1M50 THAN IN WETTER-SOIL SIMULATIONS

Within the same group of seven simulations as discussed previously, boundary layer relative humidity is lowest in S1M50 [within the lowest \(\sim 1.3\) km of the atmosphere, and lower than the S1M95 value by as much as \(\sim 7.5\) percentage points (at a vertical level other than that shown in Fig. 5c; not shown)]. As a result, not only do S1M50 parcels need to ascend further (than in S1M95) in order to reach their LFC, but they also entrain drier air as they rise, thereby reducing their ability to reach their LFC. The amount of entrainment may be greater in S1M50 as well, given that this simulation exhibits slightly stronger boundary layer motions in general than do
the progressively wetter-soil simulations (Fig. 7). Although
the effects of increased LFC height may be counteracted
somewhat by the increased strength of boundary layer up-
drafts in S1M50, the latter evidently does not dominate,
as less precipitation ultimately forms in S1M50 than in the
wetter-soil simulations (Fig. 9a; broken dark blue curve).

6) EVAPORATION OF FALLING PRECIPITATION

Not all of the rain that is produced by these clouds
reaches the ground. Less than half of the precipitation that
forms aloft reaches the ground, with especially low values
in the three driest-soil simulations (Fig. 9a; black curve).
Several factors influence the proportion of rain reaching the
ground, including the subcloud layer’s depth, dryness, and
turbulence.

The subcloud-layer saturation deficit, i.e., the difference be-
tween the saturation water vapor mixing ratio and the actual
water vapor mixing ratio, varies tremendously across simulations (Fig. 5e displays values for a single subcloud vertical
level). The saturation deficit is larger in the three driest-soil
simulations than in the seven wettest-soil simulations. Fur-
thermore, the subcloud layer is deeper in the three driest-soil
simulations (Fig. 8). Therefore, falling rain drops have both
more time to evaporate and greater instantaneous evapora-
tion rates (which depend upon saturation deficit) in the three
driest-soil simulations. Since the subcloud layer in these
simulations is also generally more turbulent (Fig. 7), there
may also be more entrainment of dry air into rain shafts. As a
result, the fraction of rain that reaches the surface is much
lower in the three driest-soil simulations than in the seven
wettest-soil simulations. Among the seven wettest-soil simula-
tions, there is a greater (by \(\sim 2.5\, \text{g kg}^{-1}\)) subcloud-layer saturation deficit in S1M50 than in S1M95. Due to these subcloud
layer properties, a greater fraction of rain evaporates before
reaching the surface in S1M50 than in the wettest-soil simula-
tions (Fig. 9a; magenta curve). Partitioning of the evapora-
tion budget between levels below and above cloud base
confirms that this is due to greater evaporation in the sub-
cloud layer (Fig. 9a; cyan and yellow curves). Therefore,
the intermediate-soil-moisture disadvantage in surface accu-
mulation (reproduced in the solid dark blue curve in Fig. 9a)
is produced by a combination of diminished rain production
aloft and enhanced subcloud-layer evaporation of the rain
that is produced.

7) TIMING OF PRECIPITATION ONSET

We now discuss the mechanisms behind the differences in
precipitation onset time across the simulations in Series 1. As
discussed previously, the onset of surface rainfall is earlier in
the three dry-soil simulations (S1M25, S1M40, and S1M45)
and later in the seven wet-soil simulations. However, among
the seven wet-soil simulations, the four wettest-soil simulations

FIG. 8. Cloud fraction, calculated as the fraction of points at a given height with a total cloud water and cloud ice mixing ratio of at least
0.1 g kg\(^{-1}\), as a function of time and altitude for nine out of the ten simulations in Series 1 (wooded grassland, silty clay loam).
(S1M65, S1M70, S1M75, and S1M95) exhibit an earlier onset of surface rainfall than do the three drier-soil simulations within the group (S1M50, S1M55, and S1M60). In order for precipitation to form in any given environment, lower boundary layer–based parcels must ascend beyond their LFCs, which are virtually identical to their LCLs in these simulations.

The white curves in Fig. 7 indicate the LFC time evolution for each simulation. The dry-soil simulations (S1M25, S1M40, and S1M45) experience the earliest precipitation because there is more surface sensible heating. This sensible heating causes more rapid boundary layer development and thus stronger boundary layer vertical motions. These motions enable parcels to reach their LFCs, despite the fact that the LFCs are elevated relative to those in the seven wet-soil simulations. Even though the boundary layer motions reach their maximum magnitudes around the same time in each of the simulations, these motions are much weaker overall in the wet-soil simulations than in the dry-soil simulations.

Several possible mechanisms could be responsible for the delay in precipitation onset within the intermediate-soil-moisture simulations (S1M50, S1M55, and S1M60) relative to the four wettest-soil simulations. The intermediate-soil-moisture simulations, by virtue of their enhanced surface sensible heat fluxes (Fig. 6j), exhibit slightly deeper and stronger boundary layer circulations than do the wettest-soil simulations (Fig. 7; compare the brightest yellow in Fig. 7c to that in Figs. 7d-i). Moreover, they exhibit drier subcloud layers (Fig. 5e). As a result, entrainment of dry ambient air into rising convective plumes, which acts to suppress rain formation, can be expected to be enhanced in the intermediate-soil-moisture simulations. Furthermore, rain shafts in the intermediate-soil-moisture simulations may be expected to encounter and entrain more dry air, resulting in more evaporation of falling precipitation within the
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subcloud layer. Both of these factors may result in the delayed onset of precipitation in the intermediate-soil-moisture simulations relative to the wettest-soil simulations.

d. Series 1 versus Series 2 (vegetated): Role of the permanent wilting point

The trends in Series 2 largely mirror those in Series 1, although there are some important differences. Recall that the silty clay loam soil type (Series 1) has a PWP between 45% and 50% of saturation, whereas clay loam (Series 2) has a PWP between 50% and 55% of saturation. Therefore, while S1M50 is initialized with soil that is moister than the PWP, S2M50 is initialized with soil that is drier than the PWP.

It was shown previously that the PWP governs stomatal conductance and thus much of the surface flux partitioning, and it was speculated previously that this PWP threshold is responsible for the fact that various aspects of the Series 1 simulations readily organize into two groups of simulations with similar within-group properties: a group of three dry-soil simulations and a group of seven wet-soil simulations. Figures 5a–g reveal that the transition from dry-soil behavior to wet-soil behavior of several domain-mean quantities occurs at greater soil moisture values in Series 2 than in Series 1: the green curves are shifted to the right of the blue curves by 5–10 initial soil moisture fraction percentage points, in accordance with the ~7-percentage-point difference in PWP values. A similar comparison can be obtained via careful examination of Figs. 9a,b. These results provide evidence that it is indeed the PWP threshold that divides the two groups.

e. Summary of mechanisms leading to the nonmonotonic soil moisture–precipitation relationship

The nonmonotonic soil moisture–precipitation relationship consists of a piecewise dry-soil advantage for dry soils, a piecewise dry-soil advantage for wet soils, and consequently a minimum in precipitation amount for intermediate soil moistures. It results from an interplay between soil moisture, vegetation, boundary layer properties, and cloud properties. In order for rain to form, rising plumes must reach the LFC. In order for rain to reach the surface and accumulate, it must not evaporate aloft. For dry soils, decreasing soil moisture results in increased surface sensible heating and therefore more vigorous convective plumes that can reach elevated LFCs. For wet soils, increasing soil moisture results in moist convective plumes that are less susceptible to entrainment of dry air and need not rise as far as in the dry-soil case in order to reach the LFC. Intermediate-wetness soils barely above the PWP threshold generate precipitation through a mechanism similar to that of the wettest soils, but they do so less efficiently: the modestly drier and more turbulent subcloud layers substantially inhibit both the formation of precipitation aloft and raindrops’ survival as they fall toward the surface.

f. Without vegetation

In the absence of vegetation (Series 3 and Series 4), there is no transpiration, and so latent heat fluxes are governed entirely by surface evaporation. Therefore, the PWP threshold, which does not enter the calculation of surface evaporation, does not play a direct role. Recall that the transition in surface evaporation from dry soil to wet soil is much more gradual (Fig. 4b) than in transpiration (Fig. 4a). As a result, each non-vegetated series of simulations exhibits a smooth transition from dry soil to wet soil, rather than an abrupt transition at the PWP that partitions the series into two groups as is seen in the vegetated simulations.

Given surface evaporation’s dependence on field capacity (~68% for both soil types tested; Fig. 4b), surface evaporation might initially be expected to be a very weak function of initial soil moisture for values at and above 70%. However, as was the case with Series 1, the soil moisture at the top soil level decreases substantially over the course of the day in some of the simulations (Fig. 5i), and as a result, Series 3 and Series 4 each exhibit nonidentical behavior among the three wettest-soil simulations in the respective series.

Overall, in Series 3 and Series 4 (nonvegetated), more rain generally reaches the surface under wet-soil conditions than under dry-soil conditions (Fig. 2). This result contrasts with the results from Series 1 and Series 2 (vegetated), for which the most rain reaches the surface under dry-soil conditions and the least rain reaches the surface for soils slightly moister than the PWP. Furthermore, for the wet soil simulations, nearly 300% more rain reaches the surface in the nonvegetated simulations than in the vegetated simulations.

Different processes dominate when vegetation is present than when vegetation is absent. Most obviously, there is no transpiration; all latent heat fluxes take the form of direct surface evaporation. It appears that several factors are responsible for the trends in the nonvegetated simulations. The first is that the latent heat fluxes in the nonvegetated wet-soil simulations are enhanced compared to the vegetated wet-soil simulations (Fig. 6i). For the S60, S65, and S70 simulations, this is especially true during the morning hours (not shown). This latent heat flux enhancement may be related to greater top soil layer heating due to the lack of shading by vegetation (Fig. 5b). As compared to the nonvegetated dry-soil simulations, the nonvegetated wet-soil simulations also exhibit ~100% more available energy for total latent and sensible heat fluxes (Fig. 6h) due to changes in ground heat flux (Fig. 6g), decreased albedo for wet soils (Fig. 6e) and decreased net loss of longwave radiation (Fig. 6c) for the cooler wet soils (Fig. 6b). This large increase in available energy (particularly in the form of latent heat fluxes) enables the development of large amounts (>5000 J kg$^{-1}$) of convective available potential energy (CAPE, Fig. 5g) and very low LFCs (~800 m; Fig. 5f). Deep convection is therefore able to emerge in the wettest-soil, nonvegetated simulations (Fig. 5h), resulting in enhanced rainfall.

Even when deep convection does not emerge, such as in SSM60/S4M60, there is an increase in rainfall relative to S1M60/S2M60, and this occurs despite decreased CAPE and a higher LFC. We speculate that this is due to the timing of the sensible and latent heat fluxes in the absence of vegetation. When vegetation is absent, all latent heat fluxes are supplied by the uppermost soil level since there are no roots to access the lower soil levels. Furthermore, due to changes in hydraulic conductivity of the soil, the moisture in the
uppermost soil level becomes more difficult to replenish from below as the soil dries. Therefore, in simulations such as S3M60/S4M60, latent heat fluxes give way to sensible heat fluxes over the course of the early afternoon when vegetation is absent. This combination of morning moistening and afternoon sensible heating results in an atmosphere that more readily produces surface precipitation. The last factor responsible for the trends in the nonvegetated simulations is that, as was found for the vegetated simulations, a greater fraction of the rain that is produced reaches the surface in wet-soil simulations than in dry-soil simulations due to the presence of a moister subcloud layer and therefore less subcloud evaporation of rain (Figs. 9c,d).

4. Discussion and conclusions

In this study we have presented a nonmonotonic soil moisture–precipitation relationship in which soils initialized slightly moister than the PWP (intermediate soil moistures) receive less rain than do very wet or very dry (sub-PWP) soils. Under this regime, intermediate-wetness soils also experience the latest onset of precipitation. This intermediate disadvantage occurs only when vegetation is present, as it is largely the vegetation, via transpiration, that makes the PWP relevant.

Under the vegetated conditions tested in the Series 1 and Series 2 simulations, the strong sensible heat fluxes induced by dry soils promote strong boundary layer vertical motions that are able to reach and exceed the LFC, which spurs condensation and the formation of precipitation. However, much of the precipitation evaporates before reaching the land surface due to the dryness of the boundary layer. On the other hand, when soil is wet, latent heat fluxes result in moistening of the near-surface layer and therefore act to lower the LFC. This lowering of the LFC enables the relatively weak boundary layer motions to reach the LFC more easily.

In vegetated intermediate-soil-moisture simulations, initialized with soil slightly wetter than the PWP, the sensible heat fluxes are slightly stronger than in the wettest-soil simulations, and the latent heat fluxes are slightly weaker. These changes act to strengthen the boundary layer motions and increase the LFC relative to the wettest-soil simulations. Evidently, in terms of precipitation, the slightly increased boundary layer motion strength is insufficient to offset the effects of an increased LFC. The boundary layer as a whole becomes drier than in the wettest-soil simulations, which acts both to decrease the relative humidity within updrafts and to promote subcloud evaporation of falling precipitation. As a result, the intermediate-soil-moisture simulations receive approximately two-thirds as much surface precipitation as do the wettest-soil and driest-soil simulations.

The present study implies the possibility that wet-soil advantage and dry-soil advantage are, at times, neither complete nor mutually exclusive descriptors. They are incomplete in that neither fully describes the response of afternoon precipitation to soil moisture. And although they seemingly describe opposite regimes, both responses are present in a “piecewise” sense in the soil moisture–precipitation relationship obtained here. In Series 1 and 2, precipitation decreases with increasing soil moisture as the initial soil moisture approaches the PWP, constituting a dry-soil advantage. Then, as initial soil moisture increases toward the field capacity, the precipitation increases with increasing soil moisture, which constitutes a wet-soil advantage. In other words, dry soils exhibit a dry-soil advantage, and wet soils exhibit a wet-soil advantage for the same initial atmospheric conditions. The potential existence of nonmonotonic responses, as suggested by the present study, is not considered by theoretical frameworks such as that of Findell and Eltahir (2003b).

The nonvegetated Series 3 and Series 4 do not experience the nonmonotonic soil moisture–precipitation response that constitutes the main focus of this study. Instead, there is a wet-soil advantage. The precipitation trends with changes in soil moisture do not exhibit strong PWP dependence either; instead, there is a gradual transition in simulation properties with changes in soil moisture. These results are attributable to the nondependence of direct surface evaporation of moisture on the PWP in the LEAF-3 scheme.

It is worth noting that when only the extreme cases (M25 and M95) of Series 1 and Series 2 (both vegetated) are considered, the CTP-HI_low framework of Findell and Eltahir (2003b) does perform as intended. The CTP-HI_low framework predicts that our initial sounding will give rise to a dry-soil advantage situation, and indeed, the driest-soil simulations exhibit earlier onset and somewhat greater rainfall accumulation than do the wettest-soil simulations. However, the CTP-HI_low framework does not predict the wet-soil advantage obtained in the bare-soil simulations (Series 3 and Series 4). The existence of opposite soil moisture–precipitation relationships over vegetated surfaces compared with bare soils suggests that different mechanisms may be active during different parts of the growing season as vegetation properties change.

Now that the present study has uncovered the possibility of a strongly nonmonotonic soil moisture–precipitation response, future work should assess the conditions under which such a response is likely to occur, as well as the relevance of this response to the broader climate and water supply challenges that motivated this work. In particular, the sensitivity of this response to the environmental setup and model parameterizations should be probed, as we will now discuss:

1) The environmental setup:

   (i) In using a single initial sounding (Fig. 1) to initialize all simulations, we have sampled only one point in CTP-HI_low space, and it is likely that other initial soundings, particularly those with different wind profiles (Findell and Eltahir 2003a; Cioni and Hohenegger 2017) and CTP-HI_low classifications, would produce different responses. Given the overall low domain-mean rainfall totals in our simulations, it is especially important to examine whether the nonmonotonic soil moisture–precipitation response can be reproduced in simulations whose initial thermodynamic, moisture, and wind profiles correspond to observed events that produced greater precipitation totals.
(i) We designed our simulations to emulate conditions at a single geographical location (Luzon in the Philippines) at a single time of year (early August), and our simulations lacked coastlines, topography, and Coriolis deflection. These, as well as seasonal differences in vegetation albedo and insolation, all represent elements that may be adjusted in future studies. Additional soil textures and vegetation types also ought to be examined.

(ii) We have only considered short-duration simulations with essentially horizontally homogeneous initial conditions. Although such simulations are essential for elucidating processes, there exist other soil moisture–precipitation mechanisms in nature that emerge only in the presence of heterogeneity (e.g., Schneider et al. 2019; Taylor et al. 2012) or over the course of several days (Schlenmer et al. 2012).

(ii) Our results for Series 1 and Series 2 (vegetated) may be sensitive to the step-like behavior of the stomatal conductance formulation (with respect to soil moisture) used in LEAF-3. Figure 9 of Powell et al. (2013), which corresponds to our Fig. 4a, summarizes several other land surface models’ formulations. Their behavior ranges from step-like, as in Community Land Model version 3.5 (Oleson et al. 2008), to gradual, as in the Joint U.K. Land Environment Simulator version 2.1 (Cox et al. 1999; Clark et al. 2011). Clearly, there is substantial uncertainty in the stomatal response to soil moisture–related water stress. This uncertainty may be compounded by different responses for different plant species (e.g., section A.6.4 of White et al. 2000). An intercomparison involving models with different vegetation parameterizations would be useful for assessing the sensitivity of our nonmonotonic precipitation response to the transpiration formulation. Further experiments using RAMS/LEAF-3 that adjust the shape of the stomatal conductance curve in Fig. 4a may also yield helpful insights.

Each of these areas for future research may further our understanding of the conditions under which a nonmonotonic response with an intermediate-soil-moisture disadvantage may be likely to occur. Such research may also illuminate how vegetation–cloud–precipitation relationships may behave in changing climates. It is also essential to assess the response’s occurrence in observations and to expand existing theory to account for the existence of nonmonotonic soil moisture–precipitation relationships.
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APPENDIX A

Calculating Parcel Theory Indices

Calculations of variables derived from parcel theory, such as CAPE and the LFC, are performed using a version of the getcape.F code (version 1.04) from Cloud Model 1 (Bryan and Fritsch 2002) that has been modified to use the physical constants and thermodynamic formulas used in RAMS. All calculations are pseudoadiabatic, and the latent heat of freezing is not considered.

APPENDIX B

Calculating Error Bars in Fig. 2

To assess statistical significance of trends in total accumulated precipitation, we partition the 100 km × 100 km domain into a 5 × 5 grid of 20 km × 20 km subdomains. The mean precipitation is calculated for each of the 25 subdomains, and 95% confidence intervals for the mean are constructed using bootstrapping. Implicit in this process is the assumption that the subdomains are statistically independent of one another, which appears to be approximately true given the small cloud sizes. In increasing the number of subdomains to values as large as 400, we find that the confidence interval bounds exhibit minimal sensitivity to the number of subdomains.

APPENDIX C

Full Explanation of Fig. 9 Calculations

Mixing ratios are output by the model every 5 min, whereas process rates are output on an hourly basis based on accumulated totals over the previous hour. Therefore, we define a unique cloud base height on an hourly basis (for computing the hourly precipitation formation and evaporation rates) using
the 5-min-output cloud liquid and pristine ice (cloud ice) mixing ratios from the previous hour.

For example, the 1400 LT value of cloud base is calculated as follows: Take the horizontal-mean cloud mass per unit volume (mixing ratio multiplied by the model base-state density) at each 5-min output time from 1300 to 1400 LT. Take a weighted average of these 13 values, giving the middle 11 values a double weight (i.e., trapezoidal integration). We look backward through the previous hour because the hourly budget variables were accumulated through the previous hour. Take $\frac{dz}{dt}$ of the result (centered-in-space finite differences at “half-levels” in between the model levels at which the rates and mixing ratios are defined), and look for where this is maximized. Assuming this is maximized and positive at some location, this half-level is designated as cloud base. The model levels below cloud base count as subcloud, and the model levels above cloud base count as within/above cloud. A time-varying cutoff, unique for each simulation, results.

Spatial and temporal integration is performed next. This process results in a single value for each simulation for the total precipitation formation aloft, total precipitation condensation/evaporation below cloud base, and total precipitation condensation/evaporation above cloud base. The total precipitation lost aloft to vaporization is the exact sum of precipitation formation aloft. The residual is then obtained as 1 – (fraction of precipitation lost to vaporization) – (fraction of precipitation reaching the surface).

REFERENCES


Rio, C., F. Hourdin, J.-Y. Grandpeix, and J.-P. Lafont, 2009: Shifting the diurnal cycle of parameterized deep convection over


